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includes a processor and a memory storing instructions that
are executable by the processor. The operations include deter-
mining a first output based on a magnitude in difference
between an initial sample and a previous sample, where the
first output includes a first number of bits. The operations also
include determining a second output based on a magnitude in
difference between the initial sample and a predicted sample,
where the second output includes a second number of bits.
The operations also include comparing the first output with
the second output to determine if the first number of bits is
greater than the second number of bits. Finally, the operations
include selecting one of the first output and the second output
as the final output, wherein selection is based on the final
output being expressed in the least number of bits.
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1
LOSSLESS COMPRESSION OF DATA BASED
ON A MODIFIED DIFFERENTIAL PULSE
CODE MODULATION (DPCM) SCHEME

FIELD

The disclosed system relates to a system and method of
decoding data and, more particularly, to a system and method
of losslessly compressing data based on either a hybrid dif-
ferential pulse code modulation (DPCM) scheme or a biased
DPCM scheme.

BACKGROUND

Differential pulse code modulation (DPCM) converts an
analog signal into a digital signal. Specifically, the analog
signal is sampled, and a difference between the actual
sampled value and its predicted sample is quantized and then
encoded to create a digital value. The predicted sample of the
sampled value may be determined based on previous samples
of the analog signal. Alternatively, instead of utilizing a pre-
dicted sample, the difference may be determined based on the
actual sampled value and a previously sampled value. The
analog signal may be, for example, data recorded by a sensor.
Specifically, data may be collected from various sensors in a
system by translating physical data, such as temperature or
pressure, into electrical analog signals that represent the
physical data.

DPCM is a relatively efficient approach for transmitting
data in terms of bandwidth utilization, as only the quantized
differences in signal values are encoded and transmitted.
DPCM compares two successive analog amplitude values,
quantizes and encodes the difference between the analog
amplitude values, and transmits the differential value. As it
can be assumed that the change, or differential, in the analog
signal (i.e., the change in temperature or pressure monitored
by the sensor) occurs relatively gradually, sometimes only a
few bits may be required to represent each sample. DPCM
will work with various numbers of bits such as, for example,
a4-bitapproach, an 8-bitapproach, or even a 10-bit approach.

SUMMARY

In one aspect, a system for decoding data based on a hybrid
approach includes a processor and a memory storing instruc-
tions that are executable by the processor. The operations
include determining a first output based on a magnitude in
difference between an initial sample and a previous sample,
where the first output includes a first number of bits. The
operations also include determining a second output based on
a magnitude in difference between the initial sample and a
predicted sample, where the second output includes a second
number of bits. The operations also include comparing the
first output with the second output to determine if the first
number of bits is greater than the second number of bits.
Finally, the operations include selecting one of the first output
and the second output as the final output, wherein selection is
based on the final output being expressed in the least number
of bits.

In another aspect, a system for decoding data based on a
biased approach includes a processor and a memory storing
instructions that are executable by the processor to perform
operations. The operations include determining if a final out-
put is expressed as a threshold number of bits. The operations
also include determining the final output based on a magni-
tude in difference between an initial sample and a previous
sample in response to the final output being expressed as the
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threshold number of bits. The operations also include deter-
mining the final output based on a magnitude in difference
between the initial sample and a predicted sample in response
to the final output being expressed as a number of bits that
exceed the threshold number of bits.

In yet another aspect, a non-transitory computer readable
medium for decoding data based on a hybrid approach is
disclosed. The computer readable medium comprises a com-
puter program that when executed by a computer, causes the
computer to determine a first output based on a magnitude in
difference between an initial sample and a previous sample,
where the first output includes a first number of bits. The
computer is also caused to determine a second output based
on a magnitude in difference between the first sample and a
predicted sample, where the second output includes a second
number of bits. The computer is also caused to compare the
first output with the second output to determine if the first
number of bits is greater than the second number of bits. The
computer is finally caused to select one of the first output and
the second output as the final output, where selection is based
on the final output being expressed in the least number of bits.

Other objects and advantages of the disclosed method and
system will be apparent from the following description, the
accompanying drawings and the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is an illustration of the disclosed hybrid data encod-
ing system including a plurality of sensors and an electronic
device including an encoder;

FIG. 2 is a block diagram of the encoder shown in FIG. 1
based on a hybrid approach, where the encoder includes a first
differential pulse code modulation (DPCM) block and a sec-
ond DPCM block;

FIG. 3 isablock diagram of the first DPCM block shown in
FIG. 2;

FIG. 4 is a block diagram of the second DPCM block
shown in FIG. 2;

FIG. 5 is a block diagram of an alternative embodiment of
the encoder based on a biased approach; and

FIG. 6 is an illustration of a block diagram of an exemplary
computing environment including a general purpose comput-
ing device for supporting embodiments of the present disclo-
sure.

DETAILED DESCRIPTION

FIG. 1 illustrates the disclosed hybrid data encoding sys-
tem 10 according to an aspect of the disclosure. The data
encoding system 10 may include one or more sensors 20 in
communication with an electronic device 22. The sensors 20
may be any type of transducer for monitoring a characteristic
of a system and generating electric signals indicative of the
characteristic being monitored. In one embodiment, the sen-
sors 20 may be part of a space launch system, however it is to
be understood that the disclosure is not limited to such a
system. For example, in another embodiment, the sensors 20
may be associated with another system such as, for example,
a refinery, a manufacturing facility, an aircraft, or a satellite.
As explained in greater detail below, the hybrid data encoding
system 10 may provide an efficient approach for losslessly
compressing data recorded by the sensors 20.

The sensors 20 may be used to monitor various character-
istics of a system such as, for example, temperature or pres-
sure. The sensors 20 may have a minimum sampling rate of
twice the frequency of the monitored signal. The electronic
device 22 may be used to communicate data from the sensors
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20 to one or more servers 24. In the exemplary embodiment as
shown in FIG. 1, the electronic device 22 may communicate
with the servers 24 over a network connection 26. For
example, the servers 24 may be a terrestrial system for com-
municating with the sensors 20 of a space launch system.

The electronic device 22 may include a communication
interface 30, a processor 32, and memory 34. When the elec-
tronic device 22 is in operation, the processor 32 executes
instructions stored within the memory 34, to communicate
data to and from the memory 34, and to generally control
operations of the electronic device 22 pursuant to the instruc-
tions. A processor may be any custom made or commercially
available processor, a central processing unit (CPU), or gen-
erally any device for executing instructions.

The electronic device 22 receives electric signals 36 from
the sensors 20 by way of the communication interface 30 at a
specific sampling rate. It is to be understood that the electric
signals 36 are analog signals such as, for example, voltage
values. It is to be understood that the change or differential in
the electric signals 36 generated by the sensors 20 may occur
relatively gradually, as changes in characteristics such as
temperature or pressure do not typically occur instanta-
neously. An encoder 40 may be saved in the memory 34 of the
electronic device 22, and is used to encode the analog electric
signals 36 received from the sensors 20 into digital values.
Specifically, the encoder 40 may be used to encode the elec-
tric signals 36 from the sensors 20 into a number of bits. As
explained in greater detail below, the encoder 40 may encode
the electric signal into a Y number of bits, which is also
referred to as a default number of bits. The encoder 40 may
also determine whether to encode the electric signals 36 from
the sensors 20 into a different or a reduced number of bits than
the default number.

In one embodiment, the default number of bits may be
eight. However, as explained in greater detail below, the
encoder 40 may be used to decode the electric signals from
the sensors 20 into a fewer number of bits than the default
value (e.g., a4-bit value), or, alternatively the encoder 40 may
decode the electric signals from the sensors 20 into a greater
number of bits than the default value (e.g., a 10-bit value). It
is to be understood that while 4-bit, 8-bit, and 10-bit values
are described in the present application, the disclosure is not
limited to these examples. Indeed, those of ordinary skill in
the art will readily appreciate the electric signals 36 from the
sensors 20 may be encoded into any number of bits. For
example, in another embodiment, the electric signals 36 may
be encoded into either a 6-bit, 9-bit, or an 11-bit value, where
the 9-bit value is the default number of bits. The encoded
value may then be stored within the memory 34 of the elec-
tronic device 22. Additionally or alternatively, the encoded
values may be sent to the server 24.

FIG. 2 is a block diagram of an exemplary encoder 40 for
encoding the electric signals 36 from the sensors 20 based on
a hybrid approach. The encoder 40 receives as input the
electric signals 36 from the sensors 20 (FIG. 1). The encoder
may 40 may first quantize the electric signals 36 from the
sensors 20 into a specific number of bits using an analog to
digital (A/D) converter 44. For example, in one embodiment,
the A/D converter 44 may quantize the analog signal 36 into
a 12-bitvalue, howeveritis to be understood that this bit value
is merely exemplary in nature. Specifically, the encoder 40
receives an analog sample from one of the sensors 20. The
analog sample may be a voltage value that corresponds with
asampled temperature or pressure. The A/D converter 44 may
then quantize the analog sample into a digital signal that is
expressed in a number of bits. The quantized value is repre-
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sented as an initial sample x[k]. In one embodiment, the initial
sample x[k]| is a 12-bit digital representation of the electric
signal 36.

The encoder 40 also includes a first differential pulse code
modulation (DPCM) block 50, a second DPCM block 52, a
first counter 54, a second counter 56, a first buffer 58, a second
buffer 60, and a comparator 62. The first DPCM block 50 and
the second DPCM block 52 both receive as input the initial
sample x[k]. The first DPCM block 50 determines a first
output 64 based on a magnitude in difference between the
initial sample x[k] and a previous sample x[k—1]. The previ-
ous sample x[k-1] represents an electric signal 36 that was
quantized by the A/D converter 44 previous to the initial
sample x[k]. The second DPCM block 52 determines a sec-
ond output 66 based on a magnitude in difference between the
initial sample x[k] and a predicted sample x[k'].

The predicted sample x[k'] may be generated by a module
70 that is part of the processor 32 of the electronic device 22
(FIG.1). In an alternative embodiment, the module 70 may be
a separate component from the processor 32. The predicted
sample x[k'] may be determined based on previous data gen-
erated by the sensors 20 that is collected by the hybrid data
encoding system 10 (FIG. 1). In the embodiment as shown in
FIG. 2, the module 70 generates analog values that are quan-
tized by the A/D converter 44 into the predicted sample x[k'].
However, it is to be appreciated that in an alternative embodi-
ment the module 70 may generate digital values that are sent
directly to the second DPCM block 52. The predicted sample
x[k'] may be quantized independently from the initial sample
x[k], however the same approach for quantizing the initial
sample x[k] may also be used for the predicted sample x[k'].

The comparator 62 includes control logic for comparing
the number of bits of a first output 64 determined by the first
DPCM block 50 with the number of bits of a second output 66
determined by the second DPCM block 52. The comparator
62 also includes control logic for determining if the first
output 64 includes a greater number of bits than the second
output 66 of the second DPCM block 52. The comparator 62
then selects the output 64, 66 having the least number of bits.
In other words, the comparator 62 selects the output 64, 66
having the shortest digital length. It is to be understood that
selecting the output 64, 66 requiring the fewest number of bits
results in a greater compression of data, and also reduces the
bit error rate.

FIG. 3 is ablock diagram illustrating the first DPCM block
50. The first DPCM block 50 includes a subtraction block 69,
a decision block 71, an X-bit block 72, a Y-bit block 74, and
a Z-bit block 76. The Y-bit block 74 may represent a default
number of bits. For example, in one embodiment, the Y-bit
block 74 represents 8-bit values. The X-bit block 72 may
represent a bit value that is less than the default number of bits
such as, for example, 4-bit values. The Z-bit block 76 may
represent a bit value that is greater than the default number of
bits such as, for example, 10-bit values.

The subtraction block 69 receives as input the initial
sample x[k] and the previous sample x[k-1] from the A/D
converter 44 (FIG. 2). The subtraction block 69 may then
determine a difference or delta A between the initial sample
x[k] and the previous sample x[k-1]. It is to be understood
that the delta A may be a digital value including a fixed or
predefined number of bits. For example, in one embodiment,
the delta A is expressed as a 12 bit-value. The delta A value is
then sent to the decision block 71.

The decision block 71 may then determine if the delta A
should be expressed in the default number of bits (e.g., an
8-bit value), as a number of bits less than the default value
(e.g., a 4-bit value), or as a number of bits greater than the
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default value (e.g., a 10-bit value). For example, the decision
block 71 may determine if the delta A may be expressed as a
4-bit value ranging between -8 and +7, an 8-bit value ranging
from -128 to +127, or a 10-bit value ranging from -512 to
+511 during operation of the encoder 40. Those of ordinary
skill in the art will readily appreciate that while 4-bit, 8-bit,
and 10-bits values are described, the disclosure is not limited
to the present example.

During initial operation of the encoder 40, a first delta A1
may first be received by decision block 71. The first delta Al
represents an initial or first difference determined by the
subtraction block 69. The first delta A1 may be a digital 12-bit
value including a flag bit. The flag bit provides an indication
as to whether the first delta Al is expressed in Y-bits, X-bits
(i.e., the default value), or Z-bits. If the flag bit indicates the
first delta Al is expressed in an X number of bits, then the first
delta A1 is sent to the X-bit block 72. The first delta A1 may
then be expressed as the first output 64. Alternatively, if the
flag bit indicates the first delta Al is expressed in Y number of
bits, then the first delta Al is sent to the Y-bit block 74. The
first delta A1 may then be expressed as the first output 64.
However, if the first delta A1 is expressed in Z number of bits,
then the first delta A1 may be expressed as a fourth codeword
94, which is explained in greater detail below.

During operation of the encoder 40, the first DPCM block
50 may determine that the delta A may no longer be expressed
in the current number of bits. For example, the flag bit may
indicate that the first delta A1 may be expressed in an X bits
(e.g., 4 bits). However, during subsequent operation the
encoder 40, the value of delta A may change such that the
value of delta A needs to be expressed in a greater number of
bits than X. Specifically, a second delta A2, which is gener-
ated subsequent to the first delta A1, may represent a numeri-
cal value that exceeds the range of X bits. For example, the
second delta A2 may be a numerical value that exceeds 4 bits
(i.e., exceeds the range of -8 and +7). In response to deter-
mining that the second delta A2 represents a numerical value
that exceeds 4 bits, the decision block 71 may then generate a
first indicator or codeword 80. The first codeword 80 may be
saved within the memory 34 of the electronic device 22 (FIG.
1). The first codeword 80 provides an indication to the deci-
sion block 71 that the second delta A2 should be expressed as
adifferent binary value than the first delta Al. Specifically, the
first codeword 80 indicates that the second delta A2 should be
expressed as a Y-bit value (e.g., an 8-bit value).

Based on the exemplary encoded scheme as described, the
X-bit block 72 may represent a 4-bit block, and the first
codeword 80 may be a binary value expressing the values -6,
-7, or 7. Itis to be understood that the decision block 71 does
not provide the value of the first codeword 80 to the X-bit
block 72, thus allowing either -6, -7, or 7 to be used as the
first codeword 80. For example, in 2’s complement the value
-6 may be expressed as 1010, the value —7 may be expressed
as 1001, and the value 7 may be expressed as 0111. In this
example, the first codeword 80 indicates that the second delta
A2 should be expressed as an 8-bit value. Thus, a signal or
indicator 82 is sent to the Y-bit block 74 by the X-bit block 72
containing the second delta A2. The second delta A2 may then
be transmitted as the first output 64 of the first DPCM block
50 as a Y-bit value by the Y-bit block 74.

Continuing to refer to FIG. 3, during operation of the
encoder 40 the first DPCM block 50 may determine that the
delta A may no longer be expressed in Y bits. Specifically, in
one approach a third delta A3, which is generated subsequent
to the second delta A2, may represent a numerical value that
may be expressed in a fewer number of bits than the default
value of Y bits. For example, the third delta A3 may be a
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numerical value that may actually be expressed in only X
number of bits (e.g., the third delta A3 may be expressed as a
4-bit value instead of the default 8-bit value). In response to
determining that the third delta A3 represents a numerical
value that may be expressed in a fewer number ofbits than the
default value of Y bits, the decision block 71 may then gen-
erate a second indicator or codeword 84. The second code-
word 84 may be saved within the memory 34 of the electronic
device 22 (FIG. 1). The second codeword 84 provides a signal
or indicates that the third delta A3 should be expressed as an
X-bit value.

Based on the exemplary encoded scheme as described
above, in one embodiment the second codeword 84 of the
Y-bit block 74 may be a binary value expressing the value
-128.Itis to be understood that the decision block 71 does not
provide this value to the Y-bit block 74, thus allowing —128 to
be used as the second codeword 84. For example, in 2’s
complement the value —128 may be expressed as the value
10000000. In this example, the second codeword 84 indicates
that the third delta A3 should be expressed as an X-bit value.
Thus, a signal or indicator 86 is sent to the X-bit block 72 by
the Y-bit block 74 containing the third delta A3. The third
delta A3 may be transmitted as the first output 64 of the first
DPCM block 50 as an X-bit value by the X-bit block 72.

In addition to the second codeword 84, a third codeword 90
may also be saved within the memory 34 of the electronic
device 22 (FIG. 1). The third codeword 90 may be used in an
alternative approach where the third delta A3 represents a
numerical value expressed in a greater number of bits than the
default value. In other words, the third codeword 90 may be
used if the third delta A3 should be expressed as a 10-bit
value, while the second codeword 84 should be used if the
third delta A3 may be expressed as a 4-bit value. In response
to determining that the third delta A3 represents a numerical
value that may be expressed in a greater number of bits than
the default value, the decision block 71 may then generate the
third codeword 90. The third codeword 90 indicates that third
delta A3 should be expressed as a Z-bit value.

In one exemplary embodiment, the third codeword 90 may
be the value -128 or +127. It is to be understood that the
decision block 71 does not provide these values to the Y-bit
block 74, thus allowing —127 or 127 to be used as the third
codeword 90. For example, in 2’s complement the value =128
may be expressed as 10000000, and the value 127 may be
expressed as 01111111. In this example, the third codeword
90 indicates that the third delta A3 should be expressed as a
Z-bit value. Thus, a signal or indicator 92 is sent to the Z-bit
block 76 by the Y-bit block 74 containing the third delta A3.
The third delta A3 may then be transmitted as the first output
64 of the first DPCM block 50 as a Z-bit value by the Z-bit
block 76.

Continuing to refer to FIG. 3, during subsequent operation
of'the encoder 40, the delta A may no longer be expressed in
Z bits. Specifically, in one approach a fourth delta A4, which
is generated subsequent to the third delta A3, may represent a
numerical value that may be expressed in a fewer number of
bits than Z. For example, the fourth delta A4 may be a numeri-
cal value that may actually be expressed in only Y number of
bits (i.e., the fourth delta A4 may be within the range of a 8-bit
value). In response to determining that the fourth delta A4
represents a numerical value that may be expressed in a fewer
number of bits than Z number of bits, the decision block 71
may then generate the fourth codeword 94. The fourth code-
word 94 may be saved within the memory 34 of the electronic
device 22 (FIG. 1). The fourth codeword 94 provides a signal
or indicates that the fourth delta A4 should be expressed as a
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different binary value. Specifically, the codeword 94 indi-
cates that fourth delta A4 should be expressed as an X-bit
value.

Based on the exemplary encoded scheme as described
above, in one embodiment the fourth codeword 94 may be the
values —512 to +511. It is to be understood that the decision
block 71 does not provide this value to the Z-bit block 76, thus
allowing -512 to +511 to be used as the fourth codeword 94.
For example, in 2’s complement the value -512 may be
expressed as the value 1000000000, and the value +511 may
be expressed as 0111111111. In this example, the fourth
codeword 94 indicates that the fourth delta A4 should be
expressed as an Y-bit value. Thus, a signal or indicator 96 is
sent to the Y-bit block 74 by the Z-bit block 76 containing the
fourth delta A4. The fourth delta A4 may be transmitted as the
first output 64 of the first DPCM block 50 as a Y-bit value by
the Y-bit block 74.

FIG. 4is anillustration ofthe is a block diagram illustrating
the second DPCM block 52. The second DPCM block 52
includes similar components as the first DPCM block 50.
However, unlike the first DPCM block 50, subtraction block
69 receives as input the initial sample x[k| from the A/D
converter 44 (FIG. 2) as well as the predicted sample x[k']
generated by the module 70 (FIG. 2). The decision block 70
may then determine a delta A between the initial sample x[k]
and the predicted sample x[k']. The second DPCM block 52
may then use a similar process as described above and illus-
trated in FIG. 3 for generating the second output 66.

Turning back to FIG. 2, the encoder 40 may determine a
final output 100 based on the first output 64 of the first DPCM
block 50 and the second output 66 of the second DPCM block
52. Specifically, the first counter 54 and the second counter 56
may be set to a specific number n. The specific number n
represents the number of samples that are stored in the respec-
tive buffers 58, 60. For example, if n=10, then the first counter
54 monitors the first buffer 58 to count the values of the first
output 64 stored in the first buffer 54. The second counter 56
may also monitor the second buffer 60 to count the values of
the second output 66 stored in the second buffer 60. Once
n=10 values of the first output 64 are stored in the first buffer
58 and ten values of the second output 66 are stored in the
second buffer 60, then the n” (e.g., 10™) value of the first
output 64 and the second output 66 are both sent to the
comparator 62. The comparator 62 may then determine if the
number of bits of the n™” (e.g., 107) value of the first output 64
is greater than the number of bits of the of n* (e.g., 10”) value
of'the second output 66. For example, if the first output 64 is
expressed in 4 bits and the second output 66 is expressed in 8
bits, the comparator 62 may select the first output 64 as the
final output 100.

Referring generally to FIGS. 1-4, the disclosed hybrid data
encoding system 10 utilizes two different DPCM techniques
and adaptively chooses the output requiring the least amount
of bits. It is to be understood that the disclosed hybrid data
encoding system 10 results in an output that requires the
fewest number of bits possible, which in turn results in a
greater compression of data.

FIG. 5 is an alternative embodiment of an encoder 240 that
utilizes a biased data encoding system instead of the hybrid
approach as illustrated in FIGS. 2-4 that is described above.
The encoder 240 includes a first subtraction block 264, a
second subtraction block 268, a decision block 270, an X-bit
block 272, an Y-bit block 274, and a Z-bit block 276. As
explained in greater detail below, the biased data encoding
system determines if a final output 300 of the encoder 240
may be based on a difference between the initial sample x[k]
and the previous sample x[k-1] determined by the first sub-
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traction 264, or, alternatively, if the final output 300 of the
encoder may be based on a difference between the initial
sample x[k| and the predicted sample x[k'] determined by the
second subtraction block 268.

Similar to the embodiment as shown in FIG. 3, the Y-bit
block 274 may represent a default number of bits (e.g., an
8-bit value), the X-bit block 272 may represent a bit value that
is less than the default number of bits (e.g., 4-bit values), and
the Z-bit block 276 may represent a bit value that is greater
than the default number of bits (e.g., 10-bit values). The first
subtraction block 264 receives as input the initial sample x[k]
and the previous sample x[k-1] from the A/D converter 44
(FIG. 2). The first subtraction block 264 may then determine
the delta A between the initial sample x[k] and the previous
sample x[k-1]. Similar to the embodiment as shown in FIG.
3, in one embodiment the delta A is expressed as a 12 bit
value. The delta A value is then sent to the decision block 270.

The decision block 270 may then determine if the delta A
may be expressed in the default number of bits (e.g., an 8-bit
value), or as a number of bits less than the default value (e.g.,
a 4-bit value). Specifically, during initial operation of the
encoder 240, a first delta Al may first be received by the
decision block 270. The first delta Al represents an initial or
first difference determined by the first subtraction block 264.
The first delta A1 may be, for example, a digital 12 bit value
including a flag bit. The flag bit provides an indication as to
whether the first delta A1 should be expressed in X bits or Y
bits. If the flag bit indicates the first delta A1l should be
expressed in an X number of bits, then the first delta Al is sent
to the X-bit block 272. The first delta A1 may then be
expressed as the final output 300.

Alternatively, if the flag bit indicates the first delta Al
should be expressed in Y number of bits, then the first delta Al
is sent to the X-bit block 272 in the form of a first codeword
280. For example, the first delta A1 may be a numerical value
that exceeds 4 bits (i.e., exceeds the range of -8 and +7). The
first codeword 280 may be saved within the memory 34 of the
electronic device 22 (FIG. 1), and provides an indication that
the first delta A1 should be expressed as a Y bit value. In one
exemplary embodiment, the first codeword 280 may be a
binary value expressing the values -8, -7, or 7. It is to be
understood that the decision block 270 does not provide the
value of the first codeword 280 to the X-bit block 272, thus
allowing either -6, -7, or 7 to be used as the codeword 280.
The first codeword 280 indicates that the first delta A1 should
be expressed as a'Y bit value. Thus, a signal or indicator 282
is sent to the Y-bit block 274 by the X-bit block 272 containing
the first delta Al. The first delta A1 may then be transmitted as
the final output 300 of the encoder 240.

It should be appreciated that once the decision block 270
generates the first codeword 280, then the second subtraction
block 268 may be used to determine a delta A' instead of the
first subtraction block 264 determining the delta A. That is,
the decision block 270 selects either the first subtraction
block 264 or the second subtraction block 268 to determine
the final output 300 based on if the first delta Al should be
expressed in a threshold number of bits. In the present
example, the threshold number of bits is 4 bits, however those
of ordinary skill in the art will appreciate that this number of
threshold bits is merely exemplary in nature. Thus, in
response to the decision block 270 determining the final out-
put 300 should be expressed as a threshold number of bits
(e.g., the X number of bits), the first subtraction block 264
determines the delta A based on a magnitude in difference
between the initial sample x[k] and the previous sample x[k-
1]. However, in response to the decision block 270 determin-
ing that the final output 300 should not be expressed in a
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threshold number of bits (i.e., the final output 300 exceeds X
number of bits), the second subtraction block 268 determines
the delta A’ based on a magnitude in difference between the
initial sample x[k] and the predicted sample x[k']. It is to be
understood that the predicted sample x[k'] may be used to
determine the delta A' because the probability of bit error
decreases as the number of bits increases.

Similar to the delta A determined by the first subtraction
block 264, in one embodiment the delta A' may also be
expressed as a 12 bit value. The delta A' value may be sent to
the decision block 270. The decision block 270 may then
determine if the delta A' may continue to be expressed in the
default number of bits (i.e., as the Y bit value). Specifically, if
the delta A' may be expressed as the default number of bits,
then the delta A' may then be transmitted as the final output
300 of'the encoder 240 as a Y-bit value by the Y-bit block 274.
However, during subsequent operation of the encoder 240,
the second decision block 270 may determine that the delta A'
may no longer be expressed in Y bits. Specifically, in one
approach a second delta A2', which is generated subsequent to
the delta A', may represent a numerical value that may be
expressed in a fewer number of bits than the default value of
Y bits. For example, the second delta A2' may be a numerical
value that may actually be expressed in only X number of bits
(e.g., the second delta A2' may be expressed as a 4-bit value
instead of the default 8-bit value).

In response to determining that the second delta A2' repre-
sents a numerical value that may be expressed in a fewer
number of bits than the default value of Y bits, the decision
block 270 may then generate a second indicator or codeword
284. The second codeword 284 may be saved within the
memory 34 of the electronic device 22 (FIG. 1). The second
codeword 284 provides a signal or indicates that the second
delta A2' should be expressed as an X-bit value. Thus, a signal
or indicator 286 is sent to the X-bit block 272 by the Y-bit
block 274 containing the second delta A2'. The second delta
A2' may be transmitted as the final output 300 of the encoder
240 as an X-bit value by the X-bit block 272. Once the
decision block 270 generates the second codeword 284, then
the first subtraction block 264 may be used to determine a
delta A instead of the second subtraction block 268 determin-
ing the delta A'.

In addition to the second codeword 284, a third codeword
290 may also be saved within the memory 34 of the electronic
device 22 (FIG. 1). For example, in an alternative approach
the second delta A2' may represent a numerical value that may
be expressed in a greater number of bits than the default value.
For example, the second delta A2' may be a numerical value
that may actually be expressed in Z number of bits (i.e., the
second delta A2' may be expressed as a 10-bit value instead of
the default 8-bit value). In response to determining that the
second delta A2' represents a numerical value that may be
expressed in a greater number of bits, the decision block 270
may then generate the third codeword 290. The third code-
word 290 indicates that the second delta A2' should be
expressed as a Z-bit value. Thus, a signal or indicator 292 is
sent to the Z-bit block 276 by the Y-bit block 274 containing
the second delta A2'. The second delta A2' may then be trans-
mitted as the final output 300 of the encoder 240 as a Z-bit
value by the Z-bit block 276.

Continuing to refer to FIG. 5, during operation of the
encoder 240, the delta A' may no longer be expressed in Z bits.
Specifically, in one approach a third delta A3', which is gen-
erated subsequent to the second delta A2', may represent a
numerical value that should be expressed in a fewer number
of'bits than the Z number of bits. For example, the third delta
A3' may be a numerical value that may actually be expressed
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inonlyY number ofbits (i.e., the third delta A3' may be within
the range of a 8-bit value). In response to determining that the
third delta A3' represents a numerical value that may be
expressed in a fewer number of bits than the Z number of bits,
the decision block 270 may then generate the fourth code-
word 294. The fourth codeword 294 may be saved within the
memory 34 of the electronic device 22 (FIG. 1). The fourth
codeword 294 provides a signal or indicates that the third
delta A3' should be expressed as a different binary value.
Specifically, the fourth codeword 294 indicates that third
delta A3' should be expressed as an'Y bit value. Thus, a signal
or indicator 296 is sent to the Y-bit block 274 by the Z-bit
block 276 containing the third delta A3'. The third delta A3'
may be transmitted as the final output 300 of the encoder 240
as a Y-bit value by the Y-bit block 274.

Referring generally to FIGS. 1 and 5, the disclosed biased
data encoding system utilizes two different DPCM tech-
niques, and selects the specific DPCM technique based on
whether the output may be expressed in a threshold number of
bits. The disclosed biased data encoding system may reduce
the bit error rate in the output 300, and may also losslessly
compress data as well.

FIG. 6 is an illustration of a block diagram of'a computing
environment 400 including a general purpose computing
device 410 for supporting embodiments of computer-imple-
mented methods and computer-executable program instruc-
tions (or code) according to the present disclosure. For
example, the computing device 410, or portions thereof, may
execute instructions to adaptively encode/decode data in a
particular number of bits. The computing device 410, or por-
tions thereof, may further execute instructions according to
any of the methods described herein.

The computing device 410 may include a processor 420.
The processor 420 may communicate with a system memory
430, one or more storage devices 440, one or more input/
output interfaces 450, one or more communications inter-
faces 460, or a combination thereof. The system memory 430
may include volatile memory devices (e.g., random access
memory (RAM) devices), nonvolatile memory devices (e.g.,
read-only memory (ROM) devices, programmable read-only
memory, and flash memory), or both. The system memory
430 may include an operating system 432, which may include
a basic/input output system for booting the computing device
410 as well as a full operating system to enable the computing
device 410 to interact with users, other programs, and other
devices.

The system memory 430 may include one or more com-
puter programs or applications 434 which may be executable
by the processor 420. For example, the applications 434 may
include instructions executable by the processor 420 to adap-
tively encode/decode data in a particular number of bits. The
system memory 430 may include program data 436 usable for
controlling the adaptive encoding/decoding of data. The
applications 434 may also be embodied in a computer read-
able medium having the applications 434 stored therein.

The processor 420 may also communicate with one or
more storage devices 440. For example, the one or more
storage devices 460 may include nonvolatile storage devices,
such as magnetic disks, optical disks, or flash memory
devices. The storage devices 440 may include both removable
and non-removable memory devices. The storage devices 440
may be configured to store an operating system, images of
operating systems, applications, and program data. In a par-
ticular embodiment, the memory 430, the storage devices
440, or both, include tangible computer-readable media.

The processor 420 may also communicate with one or
more input/output interfaces 450 that enable the computing
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device 410 to communicate with one or more input/output
devices 470 to facilitate user interaction. The input/output
interfaces 450 may include serial interfaces (e.g., universal
serial bus (USB) interfaces or Institute of Electrical and Elec-
tronics Engineers (IEEE) 1394 interfaces), parallel inter-
faces, display adapters, audio adapters, and other interfaces.
The input/output devices 470 may include keyboards, point-
ing devices, displays, speakers, microphones, touch screens,
and other devices. The processor 420 may detect interaction
events based on user input received via the input/output inter-
faces 450. Additionally, the processor 420 may send a display
to a display device via the input/output interfaces 450.

The processor 420 may communicate with devices or con-
trollers 480 via the one or more communications interfaces
460. The one or more communications interfaces 460 may
include wired Ethernet interfaces, IEEE 802 wireless inter-
faces, other wireless communication interfaces, or other net-
work interfaces. The devices or controllers 480 may include
host computers, servers, workstations, and other computing
devices. FIG. 6 further illustrates that the devices or control-
lers 480 may be communicatively coupled to one or more
sensors 20 (e.g., temperature sensors, pressure sensors, etc. ).

While the forms of apparatus and methods herein
described constitute preferred aspects of this disclosure, it is
to be understood that the disclosure is not limited to these
precise forms of apparatus and methods, and the changes may
be made therein without departing from the scope of the
disclosure.

What is claimed is:

1. A system for decoding data based on a hybrid approach,
comprising:

a processor; and

a memory storing instructions that are executable by the

processor to perform operations comprising:

determining a first output based on a magnitude in dif-
ference between an initial sample and a previous
sample, wherein the first output includes a first num-
ber of bits;

determining a second output based on a magnitude in
difference between the initial sample and a predicted
sample, wherein the second output includes a second
number of bits;

comparing the first output with the second output to
determine if the first number of bits is greater than the
second number of bits; and

selecting one of the first output and the second output as
the final output, wherein selection is based on the final
output being expressed in the least number of bits.

2. The system as recited in claim 1, comprising at least one
codeword stored in the memory, wherein the at least one
codeword indicates that the first output should be expressed
as either a greater number of bits or a fewer number of bits
than the first number of bits.

3. The system as recited in claim 1, comprising at least one
codeword stored in the memory, wherein the at least one
codeword indicates that the second output should be
expressed as either a greater number of bits or a fewer number
of bits than the second number of bits.

4. The system as recited in claim 1, comprising at least one
sensor that generates an analog signal that is converted into
the initial sample.

5. The system as recited in claim 4, wherein the analog
signal represents one of temperature and pressure.

6. The system as recited in claim 4, comprising an analog to
digital (A/D) converter that quantizes the analog sample into
the initial sample.
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7. The system as recited in claim 1, wherein the final output
is expressed as one of a 4-bit, 8-bit, and a 10-bit value.
8. The system as recited in claim 1, comprising a first buffer
and a first counter, wherein the first counter monitors the first
buffer and counts a number of times the first output is stored
in the first buffer.
9. The system as recited in claim 8, comprising a second
buffer and a second counter, wherein the second counter
monitors the second buffer and counts a number of times the
second output is stored in the second buffer.
10. The system as recited in claim 9, comprising a com-
parator that receives an n” value of both the first output and
the second output.
11. The system as recited in claim 10, wherein the com-
parator determines if the first number of bits of the n” value of
the first output is greater than the second number of bits of the
n” value of the second output.
12. A system for decoding data based on a biased approach,
comprising:
a processor; and
a memory storing instructions that are executable by the
processor to perform operations comprising:
determining if a final output is expressed as a threshold
number of bits;
determining the final output based on a magnitude in
difference between an initial sample and a previous
sample in response to the final output being expressed
as the threshold number of bits; and
determining the final output based on a magnitude in
difference between the initial sample and a predicted
sample in response to the final output being expressed
as a number of bits that exceed the threshold number
of bits.
13. The system as recited in claim 12, comprising at least
one codeword stored in the memory, wherein the at least one
codeword indicates that the final output should be expressed
as either a greater number of bits or a fewer number of bits.
14. The system as recited in claim 12, comprising at least
one sensor that generates an analog signal that is converted
into the initial sample.
15. The system as recited in claim 14, wherein the analog
signal represents one of temperature and pressure.
16. The system as recited in claim 14, comprising an analog
to digital (A/D) converter that quantizes the analog sample
into the initial sample.
17. The system as recited in claim 12, wherein the final
output is expressed as one of a 4-bit, 8-bit, and a 10-bit value.
18. A non-transitory computer readable medium for decod-
ing data based on a hybrid approach, the computer readable
medium comprising a computer program that when executed
by a computer, causes the computer to:
determine a first output based on a magnitude in difference
between an initial sample and a previous sample,
wherein the first output includes a first number of bits;

determine a second output based on a magnitude in differ-
ence between the first sample and a predicted sample,
wherein the second output includes a second number of
bits;

compare the first output with the second output to deter-

mine if the first number of bits is greater than the second
number of bits; and

select one of the first output and the second output as the

final output, wherein selection is based on the final out-
put being expressed in the least number of bits.

19. The computer readable medium of claim 18, wherein
the computer is further caused to express the final output as
one of a 4-bit, 8-bit, and a 10-bit value.
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20. The computer readable medium of claim 18, wherein
the computer is further caused to quantize the analog sample
into the first sample.
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